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Abstract

Introduction. Only 15% of lung cancer cases present with potentially curable disease. Therefore, there
is much interest in a fast, non-invasive tool to detect lung cancer earlier. Exhaled breath analysis
using electronic nose technology measures volatile organic compounds (VOCs) in exhaled breath

that are associated with lung cancer. Methods. The diagnostic accuracy of the Aeonose™ is currently
being studied in a multi-centre, prospective study in 210 subjects suspected for lung cancer, where
approximately half will have a confirmed diagnosis and the other half will have a rejected diagnosis of
lung cancer. We will also include 100-150 healthy control subjects. The eNose Company (provider of
the Aeonose™) uses a software program, called Aethena, comprising pre-processing, data compres-
sion and neural networks to handle big data analyses. Each individual exhaled breath measurement
comprises a data matrix with thousands of conductivity values. This is followed by data compression
using a Tucker3-like algorithm, resulting in a vector. Subsequently, model selection takes place after
entering vectors with different presets in an artificial neural network to train and evaluate the results.
Next, a judge model’ is formed, which is a combination of models for optimizing performance.
Finally, two types of cross-validation, being ‘leave-10%-out’ cross-validation and ‘bagging’, are used
when recalculating the judge models. These judge models are subsequently used to classify new, blind

measurements. Discussion. Data analysis in eNose technology is principally based on generating
prediction models that need to be validated internally and externally for eventual use in clinical
practice. This paper describes the analysis of big data, captured by eNose technology in lung cancer.
This is done by means of generating prediction models with Aethena, a data analysis program

specifically developed for analysing VOC data.

Introduction

Lung cancer is the leading cause of cancer death among
males and females worldwide, accounting for approxi-
mately 5% of total mortality in many countries [1].
Lung cancer is not a well-defined single entity. It is a
heterogeneous disease, arising in many different
clinical pathological patterns. The World Health
Organization classification recognizes 20 different
types of malignant lung neoplasms [2]. The main types
of lung cancer are small cell lung cancer (SCLC) and
non-small cell lung cancer (NSCLC) where the latter
can be subdivided into three major histological types:

adenocarcinoma, squamous cell carcinoma, and large
cell carcinoma. Chest radiography and computed
tomography (CT), which are considered non-invasive
diagnostic techniques, are the first steps in the
diagnostic work-up to detect and stage lung cancer.
Histopathological diagnosis following an invasive
bronchoscopic intervention still remains the gold
standard to prove or rule out the diagnosis of lung
cancer. However, this investigation is accompanied by
associated risks and substantial costs, which makes it
unsuitable for population-based screening.

The diagnosis of early stage lung cancer is essential
for curative therapy by means of surgery, and
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substantially determines life expectancy [3]. Five-year
survival for those with pathological stage IA NSCLC is
73%, whereas metastatic disease has a miserable prog-
nosis with a five-year survival of merely 13% [4, 5].
Unfortunately, only 15% of the lung cancer cases pre-
sent with localized, potentially curable disease, which
means that the majority of the cases is diagnosed in an
advanced stage with consequently poor survival rates.

There has been a lot of interest in secondary pre-
vention involving screening tests for the detection of
early stage lung cancer. Screening tests using sputum
cytology and chest radiography have been attempted
with unfortunately limited success [6]. Although low-
dose computed tomography (LDCT) is able to detect
early stage lung cancers [3], in practice it does not suf-
ficiently demonstrate a survival benefit, reduce the
incidence of advanced stage cancers or reduce lung
cancer mortality [7, 8]. The observed increased survi-
val time with screening can be overestimated due to
lead time bias, when survival time is measured from
the time of diagnosis. Length bias can also give an
overestimation of survival duration among screening
detected cases by the relative excess of slowly progres-
sing cases. These cases are disproportionately identi-
fied by screening because the probability of detection
is directly proportional to the length of time during
which they are detectable (and thereby inversely pro-
portional to the rate of progression). Furthermore,
maybe less important in lung cancer, overdiagnosis
bias can play a role in screening research, which could
lead to overestimation of survival duration among
screen-detected cases caused by inclusion of pseudo-
disease—subclinical disease that would not become
overt before the patient dies of other causes [9, 10].
However, there are several ongoing lung cancer
screening trials by means of CT scanning, with some
optimistic results [11-15], but these results still are
insufficient for screening to be incorporated in clinical
practice since the high numbers needing to
be screened, and a large number of false positives,
continue to question the cost-effectiveness, especially
concerning determining the definition of the screen-
ing population and the screening frequency [16-19].
Hence, there is much interest in a fast, simple, cost-
effective and non-invasive tool for detecting lung can-
cer at an early stage, preferably during a visit at the
general practitioner.

This has led to the introduction of exhaled breath
analysis by means of electronic nose technology. This
diagnostic approach seems very promising in the lung
cancer field, though it is yet far from being incorpo-
rated in clinical practice [20-23].

The concept of an electronic nose is based on the
availability of powerful personal computing making it
possible to apply pattern recognition techniques to
complex measurement data. The desire is to have a gen-
eral, broadly responsive sensor system that generates
complex multidimensional measurement data and uses
pattern recognition techniques to match measured
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response patterns to previously observed response pat-
terns in order to identify specific scents present within
complex mixtures. This is analogous to the physiology
of the human smell, where the brain combines received
signals and determines what characteristic scent pattern
is smelled, but does not distinguish specific compo-
nents. Hence, the name ‘electronic nose’.

Electronic nose technology is based on the usabil-
ity of volatile organic compounds (VOCs) in exhaled
breath. Exhaled breath is mainly composed of inor-
ganic compounds, such as nitrogen, oxygen, carbon
dioxide, water vapour and inert gases. In addition, it
contains thousands of VOCs, which are exhaled in
very low concentrations, but reflect pathological pro-
cesses such as inflammation, oxidation, infection and
neoplasms, where they can serve as non-invasive bio-
markers for certain diseases [24]. The perspective is
that metabolic and biochemical processes that occur
in different pathological situations cause different
endogenous VOC:s to arise, which can be detected with
different chemical sensors and can therefore be pro-
mising disease biomarkers. All these methods are
directed at measurable changes in physical properties
of the sensors when being exposed to a gas mixture.

However, the use of VOCs in electronic nose tech-
nology is only one method. There are several other
methods utilized for breath sampling, such as multi-
capillary column-ion mobility spectrometry or gas
chromatography mass spectrometry that look for spe-
cific compounds in exhaled air [25-28]. By contrast to
determining VOCs in exhaled breath, these techni-
ques do not apply pattern recognition techniques,
since they are aimed at identifying individual mole-
cules in exhaled breath instead of a unique composite
breath signal. Recently, Schallschmidt et al published
results of an observational study on the profiles of
volatile organic compounds where they showed that
the use of solid phase micro-extraction gas chromato-
graphy mass spectrometry is not reliable enough to
discriminate between cancer patients and healthy con-
trols [29]. An important remark they make relates to
the limited capability of current analytical procedures
to detect unstable marker candidates.

The use of human breath as a diagnostic tool is not
completely innovative. The use of smell as a diagnostic
aid has been known since ancient times when Hippo-
crates mentioned the diagnostic value of smell in his
work ‘Aphorisms’ which was written in 400 BC [30].
However, it was only when Pauling described in 1971
the presence of VOCs in exhaled breath that this
method became of great scientific interest [31]. Over
the last few decades, several electronic nose devices
have been developed, which contain different sensors
to detect the VOCs and generate a quantifying mea-
sure for these VOCs. A lot of research has been per-
formed wusing the Cyranose 320, and analyses
performed by Machado et al and Dragonieri et al pro-
vided some promising results in the lung cancer field
[26, 32]. Also promising was the gold particle
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nanosensor developed by Peng et al [33]. Peled et al
showed an accuracy of the nanoarray in discriminat-
ing between malignant and benign pulmonary disease
of 88% with an area under the curve (AUC) of 0.986
[34]. However, these results are based on a small study
population (n = 69) without external validation
being performed. In this paper, the Aeonose™, devel-
oped by The eNose Company (Zutphen, The Nether-
lands) will be discussed. The Aeonose™ differs from
other electronic nose devices in that it offers the
opportunity for transferring calibration models and
therefore enables large-scale application [35].

An important aspect of the electronic nose concept
is that a substance, or a mixture of substances (VOCs),
can only be recognized after a calibration phase, i.e. the
pattern must be known beforehand (‘seen’ before-
hand). This is why the electronic nose must be trained
and a database of patterns, called breath prints, must
be developed. This searchable, digital database system-
atically stores previous measurements with character-
istic scent patterns. In this way, new scent patterns can
be matched with an existing scent profile through
comparative pattern recognition analysis.

When comparing breath patterns between sub-
jects diagnosed with and without a certain disease, the
eNose can be trained to distinguish between these two
groups. In this way, a new diagnostic device can be
developed for screening or diagnosing diseases based
on people’s exhaled breath.

The aim of this manuscript is to describe our study
concerning the detection of lung cancer with the Aeo-
nose™, where we will focus on the statistical analysis in
the ‘black box” of the Aeonose™ measurements for
classifying whether lung cancer is present or not.

Objectives

The main objective of this study is training the
Aeonose™ to build a database to detect lung cancer.
This study aims to investigate the diagnostic accuracy
of exhaled breath analysis with the Aeonose™ to
distinguish the breath of subjects suspected for lung
cancer, who are truly diagnosed with lung cancer,
from subjects suspected for lung cancer in which this
diagnosis is rejected after histopathological diagnosis
following a bronchoscopic intervention. The obtained
patterns will also be compared with breath patterns of
healthy subjects who are not suspected for lung cancer.
Additionally, we will investigate whether the Aeo-
nose™ recognizes patterns between different types of
lung cancer (NSCLC versus SCLC) and between
different lung cancer stages.

Material and methods

Design
This concerns a multi-centre, prospective, non-inva-
sive study in subjects suspected for lung cancer, who
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are referred for a histological biopsy through broncho-
scopy. Subjects who are suspected for lung cancer will
be compared in a cross-sectional design, where breath
patterns from those who are truly diagnosed with lung
cancer are compared to those where this diagnosis is
rejected. Also, breath patterns of healthy subjects will
be compared with confirmed and rejected lung cancer
cases. This concerns a single measurement in the
pulmonology departments of Medisch Spectrum
Twente Enschede, Ziekenhuis Bernhoven Uden, Med-
isch Centrum Leeuwarden, and Deventer Ziekenhuis,
allin the Netherlands.

Study population

Adult subjects who have a scheduled visit at the
outpatient clinic of the pulmonology departments of
the participating hospitals due to suspicion of lung
cancer will be asked to participate. Suspected subjects
will be divided in a group with a confirmed diagnosis
of lung cancer and a group with a rejected diagnosis of
lung cancer based on histopathology following a
bronchoscopic intervention. Healthy subjects will be
recruited from partners, relatives or friends of eligible
subjects. They will be frequency matched on age and
gender distribution to the subjects suspected for lung
cancer. When we calculated a sample size to ensure a
study with a reasonable power we took into account a
desired sensitivity of 90% with a two-sided confidence
interval of 82.5%—-95%. In this way, we need approxi-
mately 105 subjects diagnosed with lung cancer.
When we presume a realistic 1:1 ratio of a confirmed
versus a rejected diagnosis of lung cancer in suspected
subjects, we also need approximately 105 subjects
with a rejected diagnosis, which gives a total of 210
suspected subjects. Given the possibility of observing
a bigger contrast between suspected subjects with a
confirmed diagnosis of lung cancer and subjects not
suspected for lung cancer at all, we will also include
100-150 ‘healthy’ subjects without any suspicion for
lung cancer. This should be sufficient for training the
Aeonose™ and determining whether it can reliably
detect differences in breathing substances.

Inclusion criteria

Recruitment of these subjects started in June 2015 and
is expected to conclude in the summer of 2017. We
aim to include a total of 210 patients where the
number of patients per hospital depends on the
catchment population of each hospital. Suspected
subjects need to meet the following criteria to be
eligible.

(1) Referred for a histological biopsy due to suspicion
for lung cancer.
(2) Age > 18years.

Eligible healthy subjects need to meet the follow-
ing criterion
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Figure 1. (A) Measuring principle of the Aeonose™: a continuous sinusoidal temperature cycle in which the heater is thermally cycled
(top) and the conductivity of the sensor (bottom) is recorded as a function of momentary temperature. The temperature profile is
applied to the heater while the response is recorded at the sensor. Substances can show temperature-dependent responses for the same
chemical sensor type. (Blanc = clean air, H2S = hydrogen sulphide, MEA = methylamine, NH3 = ammonia). (B) Thermal
response loops resulting from the normalized conductivity of the sensor plotted as a function of the heater temperature during a full
period. (Blanc = clean air, H2S = hydrogen sulphide, MEA = methylamine, NH3 = ammonia). (Reproduced from [48] with

(1) Age > 18years.
The only exclusion criterion for all subjects is
(1) Known to have an active malignancy.

In setting up the study protocol, we tried to
exclude correlated features between cases and controls
as much as possible. In an exploratory analysis, how-
ever, we noticed an (unexpected) decrease in AUC
when we used supposedly healthy partner controls.
This might be due to correlated features, such as simi-
lar diet and smoking behaviour, or at least residing in
the same indoor atmosphere. In the case of suspicion
of correlated features, cluster analysis could be helpful
using, e.g., a software package like Carotta [36].

Aeonose™ technology

The Aeonose™ consists of three micro hotplate metal-
oxide sensors (MOS) that are rigid, mass producible,
and offer the opportunity for transferring calibration
models. This means that once a calibration model has
been developed, it can easily be transferred to other
Aeonose™ devices. Several metal oxides behave as
semi-conductors at higher temperatures. The sensors
vary in terms of metal-oxide type and catalysing agent.
Redox reactions occurring at the sensor surface result
in changes in conductivity that can be measured and
quantified, resulting in a unique breath signal. These
redox reactions depend on the type of metal oxide and
catalyst, the reacting gas(es), and the temperature. A
broad range of VOCs in exhaled breath will give a
redox reaction.

Thermal cycling

Redox reactions are temperature dependent, and by
using thermal cycling this temperature dependency
can be determined as a function of time. Different
VOCs show different responses at varying tempera-
tures for the same chemical sensor type (figure 1(A)).
The breath patterns are obtained by taking the
response of a complete cycle and can be presented as a
function of the temperature (figure 1(B)). In this way
the temperature dependency of the redox reactions is
acquired on a single sensor. The patterns obtained by
thermal cycling do not only depend on the applied
temperatures, but also on the dynamics of the temper-
ature, because intermediate products created at the
sensor surface have limited lifetimes.

Statistical analysis

Predictive models are important tools to provide
estimations of diagnostic outcomes. There are various
resampling methods to estimate the performance of a
model in a new sample of independent subjects (the
test set) after a training set of observations has been
created, i.e. these methods refit a model of interest to
samples formed from the training set, in order to
obtain additional information about the fitted model.
The resampling methods provide estimates of the test-
set prediction error (test error) and error of the
parameter estimates for future observations (predic-
tion error). First, it is important to know whether a
data set is either low-dimensional or high-dimen-
sional. Low-dimensional implies that there are more
subjects present than parameters in a data set (n > p).
By contrast, high-dimensional implies having more
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Figure 2. General structure of an ANN. A feed-forward neural network with one input layer consisting of four nodes (x), one hidden
layer with two nodes (X), and one output layer (y). The connections between the layers have associated connection strengths or
weights (w;), which can be varied. (Reproduced from [49] © 2008 Wiley-Liss, Inc.)
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parameters than subjects in a data set (p > n). A high-
dimensional data set, as obtained with the Aeonose™,
poses statistical challenges where too many predictors
will overfit the data and result in a model that looks
appropriate on the training data used to develop it, but
will poorly perform on future observations from the
test data. This problem of overfitting can be avoided by
using a combination of analytical techniques such as
data compression, cross-validation and bootstrap-
ping. In statistics, cross-validation is a model valida-
tion technique for assessing how the results of a
prediction model will generalize to a new independent
data set [37, 38]. Bootstrapping is a useful technique
for getting an idea of the variability or standard
deviation of an estimate and its bias [39, 40].

The eNose Company uses a proprietary software
for data analysis, called ‘Aethena’. This package
retrieves raw data from a database and takes care of
data compression, data analysis and data reporting. In
this section we will illustrate the methods used to
obtain the best prediction models. During an exhaled
breath measurement, for each sensor, 64 x 36 data
points are being recorded. In this way, each individual
patient measurement comprises of a data matrix with
thousands of records. In the course of the data analysis
and pattern recognition, the following steps can be
distinguished:

Pre-processing

As mentioned before, the sensor’s temperature control
enables accurate reproducibility of the results. How-
ever, slight variations between sensors among Aeo-
noses™ can be seen. In order to cope with these
variations, the data are being standardized in several
ways, creating multiple representations of the same
data set. 1. Data of a measurement are scaled between 0
and 1 per measurement cycle. 2. Data of the full
measurement are scaled between 0 and 1.

Data compression

As the matrix sizes are too large for classification, the
data are compressed using a Tucker3 solution [41].
This needs to be done to avoid so-called spurious
correlations. Spurious correlations become of greater
importance since modern eNoses collect increasing
amounts of data. The compression results into a vector
for one of the seven sensor combinations of the three
metal-oxide sensors (A, B, C, AB, AC, BC and ABC).
In the case of lung cancer this results in 11 components
per patient in which redundant information and noise
is removed, but in which information concerning the
distinction between healthy and sick subjects is
maintained.

We start with all subjects, called data set A. When
classifying subjects, we set aside 20% of the data in a
blinded fashion in order to create a test set for external
validation (data set C, also called the test set). Of the
remaining 80% (data set B, also called the training set)
the true lung cancer status based on pathology is
known. The vectors generated in the study will be
entered into an artificial neural network (ANN).
Figure 2 describes the principle of an artificial neural
network. There is one input layer consisting of the
obtained vector in the compression phase. By means
of algorithms based on trial and error the components
of the input layer and hidden layer will be given differ-
ent weights to determine the best output. Several sta-
tistical learning methods could be applied for data
classification. For optimal results all of them require
fine-tuning. Up until now we have been focusing on
applying neural networks. However, also other meth-
ods such as random forest and support vector
machine could be applied. Actually, in another study
(submitted for publication), the neural network
results were compared to results obtained from ran-
dom forest, support vector machine, and the Gaussian
process showing comparable AUC values. Hauschild




10P Publishing

J. Breath Res. 11 (2017) 026006

SKortetal

20% used for
externalvalidation
(Set C)

All subjects
Set A

80% used for leave-
10%-out CV and for
bagging

Figure 3. First round cross-validation.

80% used for training
(setD)

10% used for internal )
validation (setE) 10ANN’s
10% used as stop

criterion (set F)

et al have also described different classification meth-
ods [42]. Up until now we have no compelling evi-
dence that other classification techniques will show
better results than neural networks. However, for spe-
cific diseases, it could be favourable to use other classi-
fication techniques (e.g. random forest). Therefore, we
intend extending our software package to other classi-
fication techniques in the near future.

Ten-fold cross-validation or leave-10%-out cross-
validation

Cross-validation is a model validation technique for
assessing how the results of a statistical analysis will
generalize to an independent data set. It is mainly used
when one wants to estimate how accurately a pre-
dictive model will perform in practice.

Ten-fold cross-validation comprises ten rounds of
validation (figure 3). One round of cross-validation
involves partitioning the training set (data set B) into
complementary subsets (80% (data set D), 10% (data
set E), 10% (data set F)), performing the analysis on
data set D, and validating the analysis on the 10% in
subset E. Data set F is used as a stop criterion in order
to decide how long the model needs to be trained. To
reduce variability, ten rounds of cross-validation are
performed using different partitions in such a way that
after ten rounds all data have been used once in data-
sets D, E, and F, and all patients are predicted once.
The validation results are averaged over the ten
rounds, resulting in one combined AUC.

Model selection

The process described is executed for all seven sensor
combinations and for different pre-processing techni-
ques. In this way, a large amount of possible ANN-
models are being generated, each with its specific
performance measures. The output consists of a list
including ranked receiver operating characteristics
curves (ROCs) with performance calculated by means

of the AUC, sensitivity and specificity. Higher AUCs
usually indicate better performance.

Subsequently, based on ranked AUCs, various mod-
els will be selected for optimizing diagnostic perfor-
mance. First, a model is selected that is able to properly
separate positive and negative subjects. Subsequently,
for both negative and positive subjects, two different
complementary combined models are constructed,
based on single models, which minimize the number of
false positives and false negatives. For positive subjects
we use models that accurately predict positives and for
negative subjects models are used that accurately predict
negatives.

A combination of the best models showing the smal-
lest error is called a judge’ model (figure 4). The smal-
lest error is defined as the sum of false positives and false
negatives. Every judge model gives one AUC and all
models are independent from each other. The next step
will be to fine-tune and validate these selected models.
Two sets of ROC plots can be constructed: at first, the
neural network is being trained using samples with
known classifications, and applying leave-10%-out
cross-validation. The results can be represented in a
ROC plot that should also be representative for blind
samples because of the cross-validation process.
Secondly, blind samples are classified using the trained
neural network. When these classifications are com-
pared with the gold standard results, threshold depen-
dent confusion matrices can be constructed followed by
a corresponding ROC plot. If the blind samples have
similar characteristics as the training set, the ROC
curves of training set and blind samples can be expected
being almost identical.

Subsequent cross-validation

In our analysis, two types of cross-validation techni-
ques are used: ‘leave-10%-out’ and ‘bagging’ (boot-
strap aggregation) [43, 44]. When using the ‘leave-
10%-out’ method, the selected single models and
obtained judge models are recalculated as previously
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Figure 4. Mechanism of judge models.
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described. However, fine-tuning of the ANNss is being
applied for optimal performance where new weights
for every model are calculated, which means that the
ANNGs are generated a few more times from scratch to
determine whether the ANNs are stable, i.e. whether
comparable ROC curves are derived. However, the
input is not the full data set. Only the positives from
the first separation are entered in the upper models
and only the negatives from the first separation are
entered in the lower models, which eventually lead to
one AUC. Bagging is an alternative cross-validation
technique to provide stable networks. From data set B,
arandom sample of measurements is chosen, used for
training an ANN, and this sample is subsequently
replaced, contrary to ten-fold cross-validation. This
procedure is repeated many times (i.e. >1000). Per
person, a large number of calculated risks for lung
cancer are derived and are averaged to one chance,
which is used to calculate the AUC. This obtained
AUC will be compared with the obtained AUC from
the ten-fold cross-validation. Finally, the best ANNs
generated by bagging will be used to classify the blind
measurements from data set C, the test set.

The bagging technique is mainly used to check
whether the leave-10%-out procedure succeeded and
gives a smoother model fit with a better balance
between potential bias and variance. An important dif-
ference compared with ten-fold cross-validation is
that in bagging models are not further adapted and no
judge models are constructed. The calculated weight
remains constant.

Example

Figure 5(A) shows a separation plot, based on training
data, showing predicted values for 50 patients with
lung cancer (pos) and 60 healthy controls (neg),
according to the statistical procedures as described in
this manuscript, representing a demonstration of the

principle. Figure 5(B) shows the corresponding ROC
curve, again based on preliminary training data.

Discussion

Despite modest advances in the treatment of lung
cancer, it remains a fatal disease with overall five-year
survival rates not having increased over a few decades
[45, 46]. Therefore, it is of great importance to detect
lung cancer at an early, potentially curable state.
Screening programmes concerning lung cancer have
proven evidence of reducing lung cancer-specific
mortality, but results must be implemented carefully.
There should be a clear balance between maximizing
benefits and minimizing harm with acceptable costs.
As seen with lung cancer screening, the high num-
ber of false positives involves substantial costs and
therefore drives the cost-effectiveness of lung cancer
screening downward. A positive CT scan triggers
additional diagnostics ranging from rather easily
repeating the CT scan to invasive diagnostics such
as biopsy and surgical resection. These interventions,
however, also involve associated risks, such as morbid-
ity and mortality from complications and high emo-
tional stress. Therefore, the lung cancer screening field
can be extended with alternative forms of diagnostics
instead of just focusing on imaging techniques.
Exhaled breath analysis by means of electronic nose
technology is a young field of research, but has been of
great scientific interest over the last few years and is a
rapidly emerging field of medical diagnostics. How-
ever, it has not yet been implemented in clinical
practice. Several electronic noses with varying under-
lying technologies have been tried with some promis-
ing results, but the limited amount of external
validation studies have not yet given sufficient trust in
these methods. Recently, Leopold et al published an
article concerning external validation in studies using
various methods of electronic nose technology in lung
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cancer [47]. They evaluated 46 studies regarding
different approaches to dimension reduction, classifi-
cation and validation in electronic nose technology.
Only seven studies had performed external validation
onan independent data set with four datasets available
for re-analysis. External validation resulted in a lower
area under the receiver operating characteristics curve
(ROC-AUC) compared to the internal validation in
two out of four datasets. The other two datasets did
not show decreased ROC-AUCs when applying exter-
nal validation. However, no single combination of
dimension reduction and classification methods gave
consistent results between internal and external vali-
dation sets in these four datasets. Therefore, to show
accurate diagnostic performance, it is important to
estimate diagnostic performance on an independent
data set (external validation). Robustness of the
models is important, especially when one plans on

classifying blind samples. Next to high overall AUC,
we therefore also require models to show a small AUC
standard deviation between the ten consecutive steps
during the ten-fold leave-10%-out cross-validation.

The ideal diagnostic test should be both sensitive
(a high percentage of sick subjects who are correctly
identified as having the condition) and specific (a high
percentage of healthy subjects who are correctly iden-
tified as not having the condition). This overall
percentage of correctly diagnosed subjects determines
the test accuracy. The results of the new diagnostic test
are compared to the results of the reference test called
the gold standard.

The Aeonose™ used in our study is a hand-held
electronic nose device, which is convenient to use,
includes non-invasiveness and gives fast results with
consistent copy-and-paste between different Aeo-
noses™. However, possible disadvantages that need
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to be taken into account are the inability to differ-
entiate between endogenous and exogenous com-
pounds and the influence of many exogenous factors,
such as smoking, diet and other scents. In this study,
we investigate whether exhaled breath patterns from
patients with lung cancer can be distinguished from
healthy subjects. After completing the training phase
with approximately 350 subjects, we should have an
idea whether the Aeonose™ can reliably detect differ-
ences in breath patterns of patients with lung cancer
and subjects without lung cancer. After the training
phase, an external validation phase must follow with
an independent group of sick and healthy subjects in a
different setting.
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